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Abstract—Reliable assessment of oral reading fluency (ORF) is
of great importance in foundational literacy missions globally. For
the design of level appropriate testing passages, text difficulty has
traditionally been based on coarse-grained measures of readabil-
ity like the Flesch—Kincaid score. We present a novel study where
we deploy psycholinguistic measures of reading difficulty from
Natural Language Processing to predict the duration of words in
Hindi read-aloud speech. We test the hypotheses that expectation-
based measures of linguistic complexity are significant predictors
of word duration in Hindi read-aloud speech. We validate the
stated hypotheses by estimating surprisal measures inspired from
Surprisal Theory of sentence comprehension and introduce a
novel measure of orthographic complexity to model the intrica-
cies of the Hindi script. Cognitive modelling experiments were
conducted on a dataset of six Hindi short stories read aloud
by 5 expert readers, containing 2 measures of word duration.
Our results show that both surprisal as well as the orthographic
complexity measures are significant predictors of word duration.
In contrast with long words, we find duration reducing with
increased orthographic complexity in the case of short words.
The variation between individual speakers in terms of word
duration is very low and the variance in the data is caused by
the properties of the words used in the text. Finally, we reflect
on the implications of our work for cognitive models of language
production and for ORF assessment.

Index Terms—Orthographic complexity, Word duration, Sur-
prisal Theory, Reading aloud

I. INTRODUCTION

Readability measurement, or the evaluation of text difficulty,
is important across education settings. For instance, the as-
sessment of oral reading fluency (ORF) - a component of
foundational literacy drives globally - requires the leveling
of text passages to the expected proficiency in a given lan-
guage [1]. Traditional methods capture simple lexico-syntactic
features such as sentence lengths and syllables per word,
neglecting aspects such as vocabulary, syntax, and cohesion.
More recently, NLP features corresponding to predictability
from word frequency and context have been used to quantify
text difficulty, which in turn is known to be linked to reading
speed and comprehension [2]. The present work addresses
the potential of computational features obtained from text
processing in predicting speech production attributes such as
word duration in reading aloud (refer to the edited volume [3]
to get a comprehensive overview of the cognitive processes in
reading aloud). We extend the large body of work linking text
features with eye-tracking derived reading times obtained in
silent reading to the less researched context of word durations
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from recorded speech in reading aloud. Motivated by prior
work, we test the following hypotheses:

1) High values of surprisal measures predict high word du-
rations: A substantial body of prior work has shown that
such complexity measures account for word duration in
silent reading [4], [5] as well as spontaneous speech [6]—
[8]. However, the use of surprisal measures to model
word duration in the reading aloud paradigm (combining
both silent reading and spoken language production) is an
under explored trajectory. To the best of our knowledge,
[9] is the sole work deploying surprisal measures to
model word duration in Hindi read-aloud speech. We
extend this work by using a better experimental design
and a novel measure of orthographic complexity, as
described below.

2) High values of orthographic complexity correspond to
high word duration: Orthographic complexity has been
investigated for various languages that have complex
elements in their scripts. Some examples of orthographic
complexity include a larger number of strokes per char-
acter in Chinese [10] and the presence of diacritics and
consonant clusters in Kannada, Malayalam and Hindi
[11], [12] [13]. In the context of reading aloud and
reading assessment, [14] reported that longer words and
words with more maatras (diacritics) and samyuktaksha-
ras (conjunct consonants) often make words more difficult
to decode. These observations motivate us to investigate
the effects of the orthographic complexity of words on
their reading duration with a suitably defined measure of
complexity.

We test the stated hypotheses by conducting cognitive
modelling experiments on a dataset of six Hindi short stories
read aloud by five expert readers to predict two measures of
duration. Our main contribution is that we extend the prior
work motivating our hypotheses (as cited above) by validating
them in the presence of a comprehensive host of factors in a
language other than English. To the best of our knowledge,
this is the first work that explores reading aloud production
times in Hindi using a repeated measures design (i.e. every
passage is read by 5 speakers). The only known previous work
on Hindi [9] uses a corpus where 2 distinct passages are read
aloud by separate speakers.

II. BACKGROUND

The following subsections provide essential background on
the Hindi language and its orthography, and Surprisal Theory.



A. Hindi Language and Script

Hindi is written in the Devanagari alphasyllabary-based
script, consisting of 47 characters in total (33 consonants in
total) along with conjunct consonants and diacritics [13]. It is
a transparent script i.e, exhibits a high degree of letter-sound
correspondence. In scripts such as the Japanese Kanji and Ko-
rean Hanja, a “greater cost of processing the complex orthogra-
phies was attributed to their relatively opaque orthography-
to-phonology mapping, rather than their complex visuospatial
layout” [15]. The effects of orthographic complexity in ortho-
graphically transparent scripts like Hindi are underexplored.
The few studies we encountered included an exploration of
the neurocognitive correlates of visually complex and simple
Hindi words [15], and the effect of orthographic complexity
on word durations derived from isolated word naming tasks
[16] and eye-tracking [17].

B. Surprisal Theory

Surprisal Theory [18], [19] is an information-theoretic
characterization of language comprehension which defines
the surprisal of the (k+ 1) word, wy1, as the negative
logarithm of conditional probability of word, wy4;1 given the
preceding context, which can be either sequence of words or a
syntactic tree. Both these kinds of surprisal have been shown
to predict eye movement durations in language processing [4],
[8], [20].

III. READ ALOUD DATASET AND AUDIO PROCESSING

Motivated by our long-term goal of measuring text difficulty
for elementary school assessments, we enlist the assistance of
language teachers to select six Hindi language grade 3 level
passages (equal numbers of narrative and descriptive texts),
each containing 130-150 words. The number of unique words
(i.e. word types) is 329. Passages are available here: https:
//github.com/mildredpereira/Canonical-text-hindi-stories

For this pilot study, we had five model readers (3F, 2M)
- experienced language teachers teaching Hindi in English
medium schools - read each passage aloud by recording the
audio on their personal mobile devices to obtain a total of
30 utterances. The model readers read at a moderate pace
with the expected expressiveness, a characteristic of fluent
reading, or reading with comprehension [21]. After checking
for consistency with the text prompts, the audio was forced-
aligned using an available acoustic model trained on adult
native Hindi read speech to achieve segmentation at the word
level. Thus, for each of the audio recordings, the duration of
each word was obtained together with the duration of any
preceding silence. Silence during reading aloud is on account
of effects terms as a spillover [22] as well as parafoveal
preview [23]. Spillover is the impact of cognitive processing of
previous words, while parafoveal preview induces delays on
account of eyes looking ahead to absorb information about
upcoming words. The average word duration was similar
across speakers (mean value of 340 ms).

IV. METHODOLOGY
A. Linguistic/lexical metrics from text

1) word length: Word length was calculated simply as the
total number of consonants, vowels and matras in the word.
For example, E'H'fﬂ'q (isliye) has a word length of 5 since it
has 2 consonants (&, &), two vowels (¥, T) and one matra
(®. See Figure 1 for more examples.

2) Word frequency: Word frequency, the count of each
target word, was obtained from the EMILLE Hindi corpus
[24].

3) Trigram surprisal: Trigram surprisal is defined as the
negative log of the probability of target word w41 given two
preceding words: Si41 = — log P(wg41|wr—1, wy)

For each word in a sentence, we computed this measure
using a trigram language model trained on the EMILLE corpus
of written text with mixed genre [24] using the SRILM
toolkit [25] with Good-Turing discounting smoothing algo-
rithm.

4) PCFG surprisal: Surprisal estimates using a Probabilis-
tic Context Free Grammar (PCFG) is defined as the negative
log probability of target word wy1given contextual syntactic
tree (T):

Sk+1 = —log P(wi11|T) = log > p P(Tow:...wy)

dop P(Tywr..wiy1)

For each word, PCFG surprisal was estimated by train-
ing an incremental probabilistic left-corner parser [26] on
13,000 phrase structure trees from the Hindi-Urdu Treebank
corpus [27] of newswire text using the ModelBlocks toolkit
(https://github.com/modelblocks).

Udh eke No complex elements 0 2
& ki 1 diacritic (fo) 10 2
. 1 diacritic (cT) 20
g d y 3.5
e g conjunct consonant () (10+10)
EUIE] begitfe 2 diacritics ( Q[, \) 20 5
i it 1 conjunct consonant (), 50 7

4 diacritics (', 3, <1) (10+40)

Fig. 1. Examples of orthographic complexity computation

5) Orthographic complexity: Orthographic complexity, as
distinct from the word length, was computed by counting the
occurrences of complex elements in a word such as diacritics
and conjunct consonants. The word in the Devanagari script
was decoded into its Unicode form, which breaks it down into
its constituent elements as separate characters. A penalty of
10 was assigned every time a complex character element was
encountered. Please see Figure 1 for examples.

B. Statistical Analyses

We trained Linear Mixed Models (LMMs) to predict per-
word duration measures (transformed to a logarithmic scale
following previous work). All the independent variables were
normalized to z-scores. The Ime4 package in R was used
to perform our regression experiments using a very basic



model, given below in R GLM format (independent variable
~ dependent variables + 1| random intercept terms to model
random effects pertaining to speakers and items):

Duration ~ Orthographic  complexity —+
PCFG surprisal + Trigram surprisal + Word length +
Word frequency + (1|Speaker) + (1|lword)

Word frequency and word length are conceived as control
factors in Linear Mixed Models [28, LMMs] based on long-
standing findings from the liteature [29]-[31].

V. RESULTS

We now present our correlation and regression results.

A. Correlation Results

Trigram I
Surprisal 0.803
-0.5

Word

Frequency -0.462
-0.0
Word
Length -0.441
--0.5
Orthographic
Complexity 0.399 0.438 -0.183 [ ehifei I
--1.0
PCFG  Trigram  Word Word

surprisal Surprisal Frequency Length

Fig. 2. Pearson’s correlation coefficients amongst the different predictors. All
correlations shown above are significant p<0.001

Correlation results (Figure 2) show that both surprisal
measures are highly correlated with each other. The high
degree of lexicalization in the PCFG parser explains this result.
Orthographic complexity and length are directly correlated,
along expected lines. Word frequency and word length are
inversely correlated i.e., short words are more frequent than
long words, as known for long in linguistics theory [31].

B. Regression Experiments

TABLE I
FIXED EFFECTS OF AN LMM PREDICTING WORD DURATIONS (3790 DATA
POINTS; SIGNIFICANCE FOR |T|=2 THRESHOLD SHOWN IN BOLD)

Predictors Estimate Std. Error t-value
(Intercept) 0.069 0.084 0.820
PCFG surprisal 0.079 0.0268 2.968
Trigram surprisal 0.006 0.024 0.264
Frequency -0.185 0.037 -4.987
Length 0.554 0.035 15.394
Orthographic complexity -0.127 0.031 -3.981
Model with interaction term

Word length x Orthographic complexity -0.078 0.016 -4.981

We used two separate LMMs to predict word duration
as well as word duration including previous silence (Ta-
bles I and III show the results). Both our LMMs show
that high-frequency words have shorter duration compared
to their lower-frequency counterparts (negative coefficient).
These controls are based on long-standing findings in the
literature that high-frequency words are read out faster than
their lower-frequency counterparts as their activation requires

lower input from the visual features of the input letters [29].
Thus activation induces faster word retrieval due to swifter
search time [30]. Longer words are produced with higher
duration compared to shorter words in both settings.

The results of our first LMM to predict the duration of words
(Table I) show that words with high values of PCFG surprisal
have longer duration compared to their counterparts with lower
values. (positive regression coefficient). The impact of word
length and PCFG surprisal mirrors previous studies on English
spontaneous speech production [7] and Hindi comprehension
studies [5], [17]. Trigram surprisal is not a significant predictor
of word duration. The high degree of lexicalization of PCFG
surprisal, as it includes word forms as features, can account
for this effect. We also found that the random effects of
the model indicate that between-speakers variance accounts
for only 7.4% of the total variance, while words (items)
account for around 29.21% of the variance. This indicates that
we have successfully controlled for aspects such as reading
proficiency by using language teachers, who can be assumed
to be following normative and prescriptive standards.
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Fig. 3. Covariation of ortho complexity and duration, binned by word length

An unexpected finding is that orthographic complexity has a
negative coefficient in the LMM prediction of word duration.
Length and orthographic complexity display a high positive
correlation (Figure 2). Therefore, both features contribute to
word duration, but in different ways. A separate model with
all other features and containing an interaction term between
length and orthographic complexity shows that the effect of
orthographic complexity on word duration decreases by 0.078
with every unit increase in word length.

We explored this further by placing the words into two bins:
short (word length < 3) and long words (word length >= 3).
As seen in Figure 3, for short words, increased orthographic
complexity corresponded with shorter word duration. For
instance, short, high orthographic complexity words such as
T, 9T, &, aﬁT, Eﬁ', ﬁ', ST etc. were read faster compared
to low orthographic complexity words such as T, ST, 97,
&L, T, 949 etc. This is opposite to the effect observed for
long words. In addition, for the short length words, increased
orthographic complexity also corresponded with lower trigram
and PCFG surprisal, and higher word frequency.



TABLE II
LOG LIKELIHOOD TEST RESULTS COMPARING MODELS PREDICTING WORD
DURATION (MODEL ON EACH ROW COMPARED TO THAT IN THE PREVIOUS
ROW AFTER ADDING FEATURES)

Model Features R? Log- Chi- p-value
likelihood square

Baseline Frequency, length 0.485 -31529

Model-1 +Orthographic complexity 0.505 -3145.6  14.693 < .001

Full model +Surprisal measures 0.508 -3140.1 10906 < .05

We also did comparisons of models by doing log likelihood
tests by adding various features to a baseline model (word
frequency and length only). Table II shows that adding or-
thographic complexity to the baseline model results in a sig-
nificantly different model with greater log-likelihood. Adding
the surprisal measures results in a significantly better model
over the previous model which contained baseline features
and orthographic complexity. The R? values depicted in the
table also show how adding more predictors to the baseline
model results in models which account for the proportion of
the variance of the dependent variable better.

TABLE III
FIXED EFFECTS OF AN LMM PREDICTING WORD DURATION INCLUDING
PREVIOUS SILENCE (3790 DATA POINTS; SIGNIFICANCE FOR |T|=2
THRESHOLD SHOW IN BOLD)

Predictors Estimate Std. Error t-value
(Intercept) 0.055 0.074 0.745
PCFG surprisal -0.107 0.033 -3.246
Trigram surprisal 0.136 0.029 4.589
Frequency -0.144 0.049 -2.896
Length 0.381 0.049 7775
Orthographic complexity -0.127 0.044 -2.883
Model with interaction terms

PCFG surprisal x trigram surprisal -0.053 0.0228 -2.308
Word length x Orthographic complexity — 0.0123 0.022 0.569

Now we turn to the results of a LMM to predict word dura-
tion including preceding silence (Table III). Words with high
values of length and trigram surprisal have longer duration
compared to their counterparts with lower values. (positive
regression coefficient). Low frequency and low PCFG surprisal
words have longer duration compared to their counterparts
with higher values of these measures. As for the case of word
duration prediction, lower orthographic complexity words tend
to have higher duration compared to more complex words
(negative coefficient). Another model with all other features
and containing an interaction term shows that the effect of tri-
gram surprisal on reading-aloud times decreases by 0.05 with
every unit increase in PCFG surprisal, while the word length
vs orthographic complexity interaction is not significant.

VI. DISCUSSION AND CONCLUSIONS

Our study modelling read aloud duration using psycholin-
guistically motivated features shows that both syntactic and
trigram surprisal are significant predictors of the two word
duration measures in our study. High PCFG surprisal words
have longer actual duration compared to their counterparts

with lower values, while trigram surprisal is not a significant
predictor at all. The lexicalization inherent in the parser we use
(as both word and POS information is included) to estimate
surprisal is overriding the effect of the trigram model.

Orthographic complexity has an effect independent of word
length, i.e. reduced duration for increased orthographic com-
plexity for short words and increased word duration for
increased orthographic complexity for long words. For short
words, the effects of increased orthographic complexity may
have been overridden by their lower surprisal and higher word
frequency, which led to shorter reading duration. Previous
studies that investigated the effect of orthographic complexity
in Hindi either involved simple stimuli (isolated words) [16]
or did not find an effect [17]. Husain et. al [17] reflect that one
of the reasons for this could be that their “complexity metric
may not characterize the sources of difficulty correctly”. Our
study presents a novel orthographic complexity metric, and is
the first to find an effect of orthographic complexity on read
aloud word durations of Hindi connected text.

In the condition of word duration including previous silence,
low PCFG surprisal but high trigram surprisal words have
longer duration compared to their counterparts with high
PCFG and low trigram surprisal. Here, orthographic complex-
ity behaves exactly the same as in the actual word duration
condition. In both conditions, the variation between individual
speakers in terms of word duration is very low and the variance
in the data is caused by the properties of the words used in
the text.

Further, our results can be connected to the Dual Route
Cascaded (DRC) Model of reading aloud and visual word
recognition [32], which posits 3 routes for word processing:
1. Grapheme-Phoneme Correspondence. (GPC) 2. Lexical-
semantic 3. Lexical non-semantic routes. Orthographic com-
plexity effects are prominent when the GPC route is acti-
vated. The lexical-semantic route could be activated for high
syntactic surprisal words resulting in high word duration. In
contrast, the lexical non-semantic route might be activated in
situations where speakers are pausing just before words with
low syntactic complexity so as to put meaning construction
processes on hold, in order to focus on word recognition
aspects of reading. This conjecture is corroborated by the co-
occurrence of high trigram surprisal words after silences. This
is also consistent with the phenomenon of pre-focal pauses
used in Indian languages before new information words [33].

The presented work demonstrates the validity of text mea-
sures in the estimation of speech production difficulty as
represented by the word durations for the selected grade level
material. Apart from word length, frequency and surprisal,
we see how orthographic complexity plays an important role.
By using expert readers, we have tried to keep the focus on
text-intrinsic factors. Future work will involve extending the
study to school grade 3 readers where extrinsic factors such
as reading proficiency need to be included in the model [34].
Our work can be extended to other languages with transparent
scripts and enhance practical applications like oral reading
fluency assessment and text to speech synthesis.
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